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Nonlinear Adaptive Excitation Control for Structure
Preserving Power Systems

Yong Wan, and Federico Milano,Fellow, IEEE

Abstract—The paper proposes a decentralized excitation con-
troller to improve the stability of large power systems. Extended
Lyapunov-like energy function and equivalent expressionsof
stator transient voltages are utilized to design a nonlinear adap-
tive excitation controller. The proposed controller only requires
local machine measures and parameters. The performance of
the designed excitation control system is evaluated on the well-
known IEEE 118-bus 54-unit power system and compared with
conventional exciter controls.

Index Terms—Multi-machine power systems, automatic volt-
age control, structure preserving model, transient stability anal-
ysis, decentralized control, Lyapunov function.

NOMENCLATURE

SPM Structure preserving model.
RNM Reduced-network model.
AEC Adaptive excitation controller.
RNC RNM-based excitation controller.
m Number of machines.
b Number of buses.
l, k, pjq Index of (machine) bus.
Ωl Index set of buses which connect to busl.
Ω Index set of branches,k P Ωl ñ lk P Ω.
b̄, pm̄q Index set of (machine) buses,̄m Ď b̄.
Z0 Equilibrium value of any variableZ.
9Z Time derivative of any variableZ.
Hessp¨q Hessian matrix of a function.
Vtl Voltage magnitude of busl, in pu.
V Voltage magnitude vector.
θl Voltage angle of busl, in rad.
θ Voltage angle vector.
δj Power angle ofjth machine, in rad.
δ Power angle vector.
δ̃j , θlk Relative angles̃δj “ δj ´ θj , θlk “ θl ´ θk.
Vdj

, Vqj Vdj
“ ´Vtj sin δ̃j , Vqj “ Vtj cos δ̃j .

Ṽsj , Ṽcj Ṽsj “ Vdj0
´ Vdj

, Ṽcj “ Vqj ´ Vqj0 .
ωj Relative speed ofjth machine, in rad/s.
ω Relative speed vector.
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f0 System frequency.
ωs Synchronous speedωs “ 2πf0, in rad/s.
Sωj

Relative speedSωj
“ ωj{ωs, in pu.

E1
dj
, E1

qj
d- andq-axis stator transient voltages ofjth
machine, in pu.

Ẽdj, Ẽqj Ẽdj “ E1
dj

´ E1
dj0

, Ẽqj “ E1
qj

´ E1
qj0

.
E1

d,E
1
q d- andq-axis stator transient voltages vector.

Efdj
Excitation voltage ofjth machine, in pu.

x Vector
“

V T θT δT ωT E1
d
T
E1

q
T
‰T

.
Hj Inertia constant ofjth machine, in s.
Dj Damping coefficient ofjth machine, in pu.
Pmj

Mechanical power ofjth machine, in pu.
Pej , Qej Active and reactive powers generated byjth

machine, in pu.
Pe Active power vector.
Plk, Qlk Active and reactive powers transmitted on

the line between busl and busk, in pu.
PLl

, QLl
Active and reactive powers consumed by the
load at busl, in pu.

Glk Conductance of the line between busl and
busk, in pu.

Blk, pB
sh
lk q (shunt) susceptance of the line between bus

l and busk, in pu.
B1

lk B1
lk “ Blk ´Bsh

lk .
T 1
dj, T

1
qj d- and q-axis open circuit transient time

constants ofjth machine, in s.
xdj

, xqj d- andq-axis synchronous reactances ofjth
machine, in pu.

x1
dj
, x1

qj
d- and q-axis transient reactances ofjth
machine, in pu.

x2
dj
, x2

qj
x2
dj

“ xdj
´ x1

dj
, x2

qj
“ xqj ´ x1

qj
.

x1
dqj
, pj x1

dqj
“ x1

dj
´ x1

qj
, pj “ xdj

{pT 1
djx

1
dj
x2
dj

q.

λ1l, λ2l Unknown bounds of| 9Vtl |{x
1
dl

and | 9θl|{x
1
dl

.
c1j Positive constants to be tuned.
µ1j , µ2j Positive small constants (ă 1) to be tuned.
φdj φdj “

xqj

T 1

qj
x1

qj

Ṽsj ` pωj ´ 9θjqVqj ` 9Vtj sin δ̃j .

φqj φqj “
xdj

T 1

dj
x1

dj

Ṽcj ` pωj ´ 9θjqVdj
` 9Vtj cos δ̃j .

ψpj ψpj “ Pej {Vtj .
ψdj ψdj “ Qej {Vtj ` Vtj {x1

dj
.

ψqj ψqj “ Qej {Vtj ` Vtj {x1
qj

.

Sdj Sdj “
b

ψ2

pj ` ψ2

dj .

Sqj Sqj “
b

ψ2

pj ` ψ2

qj .

αdj αdj “ δ̃j ´ arctan pψpj{ψdjq.
αqj αqj “ δ̃j ´ arctan pψpj{ψqjq.
ϕ1j ϕ1j “ cos δ̃j ` sin δ̃j tanαdj0.
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ϕ2j ϕ2j “ sin δ̃j ´ cos δ̃j tanαdj0.
ϕ3j ϕ3j “ Vdj

` Vqj tanαdj0.
ϕ4j ϕ4j “ ϕ1j tanhpẼqjϕ1j{µ1jq.
ϕ5j ϕ5j “ Vtjϕ2j tanhpẼqjVtjϕ2j{µ2jq.
Ṽ 1
sj Ṽ 1

sj “ Ṽsj tanαdj0.

Ξj Ξj “
Dj

ωs
ω2

j ` pj
xdj

x1

dj

Ẽ2

qj `
x2

qj

T 1

qj
x12
qj

x2

qj

Ẽ2

dj .

Ξ1
j Ξ1

j “ Ξj ` pjc1jẼ
2

qj .
Θj Θj “ µ1jλ1j ` µ2jλ2j .

I. I NTRODUCTION

H IGH-VOLTAGE transmission systems are complex, in-
terconnected systems, whose dynamic response, stability

analysis and control have been object of intense study in
the last century. Due to the large number of equations and
constraints that describe real-world power systems, and the
resulting high complexity, most techniques aimed at defining
and improving transient stability following large disturbances,
are generally based onlimited simplified models[1]–[4]. By
utilizing such simplified models, a number of control tech-
nologies are presented to design effective excitation controllers
[5]. In fact, in the realistic applications, the more accuratethe
model is, the better performance the designed control system
has, but also the more challenges one needs to address [6].
RNM and SPM are two types of power system models for the
excitation control problem. We will, respectively, discuss their
properties and relative merits in the following part.

In the existing literature, various RNMs were presented
through eliminating the network topology and the loadsby
utilizing the integral manifold method [7], [8] or the singular
perturbation approach [9]–[12], or by explicitly solving the
power flow constraints under the constant impedance loads
assumption [13]. The RNMs are a set ofnonlinear ordinary
differential equations, so the conventional control methodscan
be appliedto obtain many interesting results with the help
of Lyapunov functions, for instance, adaptive backstepping,
L2 disturbance attenuation, dynamic surface, neural network
and high-order sliding-mode methods have been utilized to
design robust nonlinear excitation controllers [14]–[20], and
a centralized excitation control law has been designed by
using the Hamiltonian function method [21]. Nevertheless,
RNMs only include the limited terms related to generator
buses rather than the whole network buses, i.e., the load
bus voltages are neglected in RNMs. Thus, as pointed out
in our aforementioned discussion, the performances of the
corresponding designed excitation control systems may be not
satisfactory in the realistic applications.

Differing from these, the SPM was firstly proposed in [22]
and it naturally preserves the physical meanings of power
network components. But since the SPM is a set ofnonlinear
differential-algebraic equations, many classical control tech-
niques, e.g., backstepping,cannot be applied directly. Only
a few works investigated how to overcome the limit of the
SPM-basedtransient stability assessment and control. In [23],
[24], the immersion and invariance method has been applied
to a differential algebraic single-machine power system to
design an excitation controller. But as stated in [25], this
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Fig. 1: An m-machineb-bus structure preserving power system with nonlinear loads.

work neglected the reactive power balance and the considered
model was not correct. Besides, there are also other beneficial
results with the key idea of constructingenergy functions. For
example, in [26]–[28], Lyapunov-like energy functions have
been constructed to perform transient stability analysis based
on the traditional swing equation dynamic model which is
a simplified SPM; and in [29], energy-shaping technologies
have been used to design decentralized excitation controller.
However, the existing worksneglect the transient effects of
the damper winding and the transient saliencywhich are
significant factors, due to the intrinsic difficulties encountered
in constructing Lyapunov functions and the controller singu-
larity problem (see SectionIII-B for further explanation). In
addition, the fact thatthe dynamic models of bus voltage mag-
nitudes and angles and the exact values of SPM parameters,
while they also play an important role in transient stability
studies, are generally unknown, and this should be considered
in the excitation controller design.

In summary, for transient stability problem, it is necessary
to comprehensively consider the aforementioned factors on
the SPM, and then to tackle the corresponding challenges.
Therefore, this paper proposesan extendedLyapunov-like en-
ergyfunction anda nonlinearadaptive decentralizedexcitation
control strategy to improve transient stability of a structure
preserving power system with nonlinear loads. Compared
with the previous works, the main features of the proposed
controller are threefold: (i) the design of the controller is based
on relatively accurate power system model; (ii) only local
machine quantities are needed to design the controller; and(iii)
adaptive scheme is given to maintain robustness of excitation
system even though there are unknown or varying in the SPM
parameters involved by sudden and severe disturbances.

The remainder of the paper is organized as follows: Sec-
tion II describes a high-order SPM. SectionIII proposes an
extended Lyapunov-like energy function. In SectionIV, a
nonlinear adaptive decentralized excitation controller is de-
signed based on the proposed energy function. The controller
evaluation results are presented in SectionV. Conclusions are
drawn in SectionVI.

II. STRUCTURE PRESERVINGMODEL

We consider anm-machineb-bus structure preserving power
system shown in Figure1. Without loss of generality, the
two-axis model is utilized for allm machines. The following
notation is adopted in the remainder of the paper:
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1. If l R m̄, thenPel “ Qel “ 0.
2. If k R Ωl, thenBlk “ Bsh

lk “ 0.
The following models are assumed for the generators,

transmission lines and loads.

A. Generator Model

In this paper, we consider a fourth-order synchronous ma-
chine model [3], [4], as follows:

9δj “ ωj,

9ωj “ ´
Dj

Hj
ωj ` ωs

Hj
pPmj

´ Pej q,

T 1
qj

9E1
dj

“
x2

qj

x1

qj

Vdj
´

xqj

x1

qj

E1
dj
,

T 1
dj

9E1
qj

“
x2

dj

x1

dj

Vqj ´
xdj

x1

dj

E1
qj

` Efdj
,

(1)

Pej “ 1

x1

qj

E1
dj
Vqj ´ 1

x1

dj

E1
qj
Vdj

´
x1

dqj

x1

dj
x1

qj

Vdj
Vqj ,

Qej “ 1

x1

qj

E1
dj
Vdj

` 1

x1

dj

E1
qj
Vqj ´ 1

x1

qj

V 2

dj
´ 1

x1

dj

V 2

qj
.

(2)

Note that: The excitation voltageEfdj
is equivalently trans-

formed intoEfdj
“ Efdj0

`uj, uj is excitation control input.

B. Lossy Network Model

The transmission lines are modeled with the standard
lumpedΠ circuit [1]

Plk “ GlkV
2

tl
` VtlVtkpBlk sin θlk ´Glk cos θlkq,

Qlk “ B1
lkV

2

tl
´ VtlVtkpBlk cos θlk `Glk sin θlkq.

(3)

C. Load Model

The loads at each bus are represented by the following
arbitrary functions of the voltage and the angle at the bus

PLl
“ fplpθlq, QLl

“ fqlpVtlq. (4)

Note that, for the definition of the proposed control scheme,
the expression offpl and fql do not need to be known
explicitly. Finally, load power consumptions are linked tothe
grid through well-known power flow equations:

Pl :“ ´Pel ` PLl
`
řb

k“1
Plk “ 0,

Ql :“ p´Qel `QLl
`
řb

k“1
Qlkq{Vtl “ 0.

(5)

III. L YAPUNOV-LIKE ENERGY FUNCTION

In this subsection, we define aLyapunov-like energy func-
tion that has a unique minimum on the operating point of
structure preserving power system model consisting of (1),
(2), (3), (4), and (5).

A. Structure Preserving Energy Function

In [30], the nonexistence of an energy function of a lossy
power system has been shown. Thus, a necessary condition
for the success of the energy function method is that the
network is assumed to be lossless, i.e.,Glk “ 0. This is
a general assumption which has been widely used in power
systems analysis and control [19], [21], [27]–[29], [31], [32].
The few attempts to remove the constraintGlk “ 0, appears

to be limited to small examples (see, for example, [33]).
We will, hence, assume a lossless transmission system. Note,
however, that this assumption does not affect the resulting
control scheme, as discussed in the case study.

We consider the following energy function:

Epxq “
m
ÿ

j“1

´

´ Pmj
δj `

Hj

2ωs

ω2

j `
xqj

2x1
qj
x2
qj

Ẽ2

dj

`
xdj

2x1
dj
x2
dj

Ẽ2

qj ´
E1

dj0

x1
qj

Vdj
´
E1

qj0

x1
dj

Vqj

`
x1
dj

` x1
qj

4x1
dj
x1
qj

V 2

tj
`

x1
dqj

4x1
dj
x1
qj

pV 2

dj
´ V 2

qj
q
¯

`
b
ÿ

l“1

b
ÿ

k“1

´

B1
lk

ż Vtl

Vtl0

xldxl ´
Blk

2
VtlVtk cos θlk

¯

`
b
ÿ

l“1

´

ż Vtl

Vtl0

fqlpxlq

xl
dxl `

ż θl

θl0

fplpxlqdxl
¯

.

(6)

Proposition1. The operating pointx0 is the unique mini-
mum of the energy functionE in (6) based on the facts:

BE
Bx |x“x0

“ 0, (7)

HesspEq |x“x0
ą 0. (8)

Proof. See the Appendix.

According to the proposition above,Epxq is a Lyapunov-
like energy function.

It is important to note that (6) is not unique. As a matter of
fact, in the literature, several other energy functions have been
proposed [4]. For example, the following energy function is
often employed to analyze the stability of theopen-looppower
system (i.e. foruj “ 0):

E1pxq “ Epxq `
m
ÿ

j“1

´E1
dj0

x1
qj

Vdj
`
E1

qj0

x1
dj

Vqj

`
1

x1
qj

E1
dj
Ṽsj ´

1

x1
dj

E1
qj
Ṽcj

¯

.

(9)

Proposition2. E1 in (9) satisfies the conditions:

BE1

Bx |x“x0
“ 0, (10)

9E1 ď 0. (11)

Proof. See reference [4].

The method proposed in [34] to justify the positive defi-
niteness of the Hessian matrix of (9) is computationally very
demanding and, for large systems, it is actually not possible
to decide whetherE1 is a Lyapunov function. This is the main
weakness of the “open-loop” analysis framework and several
other energy functions considered in the literature and themain
motivation for proposing (6). In the remainder of the paper,
we will study the nonlinear excitation control synthesis and
analyze the stability of the closed-loop power system based
on the Lyapunov-like energy functionE given in (6).
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B. Problem Statement

Based on SPM, i.e., (1), (2), (3), (4), (5) and (19) as
described in SectionII and in Appendix, respectively, the time
derivative ofEpxq along the system trajectory is

9E “
řm

j“1

“

´ Ξj ` Ẽqj

x1

dj

`

φqj `
xdj

T 1

dj
x2

dj

uj
˘

´
Ẽdj

x1

qj

φdj
‰

. (12)

Through the observation of (12), the following remarks consti-
tute relevant challenges for the design of the excitation control:

1. It is difficult to cancel the nonlinear function term
Ẽdjφdj{x1

qj
through the control inputuj , because of

controller singularity.
2. Due to the implicit form ofVtl and θl, the dynamics

9Vtl :“ fvlptq and 9θl :“ fθlptq in eq. (5) are unknown.
3. The exact values of power system parameters are known

with a certain degree of uncertainty.

These challenges are addressed in the following section.

IV. EXCITATION CONTROL BASED ONENERGY FUNCTION

From Proposition1 given in SectionIII-A , a natural idea to
ensure post-fault transient stability is to impose that thetime
derivative of the energy functionEpxq is non-positive. This
condition is direct consequence of Lyapunov second stability
method. With this aim, in this section, an adaptive decen-
tralized control scheme is proposed to solve the difficulties
discussed in SectionIII-B .

A. Preliminaries

We first introduce the following two standard assumptions
to make the control synthesis tractable.

Assumption1. The following approximate expressions of
Ẽqj and Ẽdj are used for the control synthesis:

Ẽdj{x1
qj

.
“ ´Ẽqj tanαdj0{x1

dj
. (13)

Assumption2. There exist unknown positive constants
λ1l, λ2l such that|fvlptq|{x1

dl
ă λ1l and |fθlptq|{x1

dl
ă λ2l.

Remark 1. Note that, based on (2), and using triangle
function identities, one can get the following expressions:

E1
qj

{x1
dj

“ Sdj cosαdj ,

E1
dj

{x1
qj

“ ´Sqj sinαqj .
(14)

Thus, one can conclude that the values ofE1
qj

(E1
dj

) depend
much more onSdj (Sqj) than onαdj (αqj ). Moreover, since
x1
dj

.
“ x1

qj
, thenSdj

.
“ Sqj andαdj

.
“ αqj . Hence, Assumption

1 is reasonable.

Remark2. As stated in Remark1, Assumption 1 is a con-
ventional hypothesis for establishing a relationship between
Ẽqj and Ẽdj to avoid the singularity problem. In addition,
based on power flow equation (5) and the implicit function
theorem, the time derivatives of implicit algebraic variables
pVtj , θjq can be deduced as nonlinear functions of system
variablesx which are known to be bounded (see [19]) by
means of various protection schemes such as operating security
limits. Therefore, the dynamics9Vtl and 9θl are also bounded
and Assumption 2 with unknown bounds is reasonable.

Lemma1. The following inequality holds for anyε ą 0

and for anyζ P R

0 ď |ζ| ´ ζ tanhpζ{εq ď κε, (15)

κ is a constant that satisfiesκ “ e´pκ`1q, i.e. κ “ 0.2785.

Proof. See reference [35].

In the following, Lemma1 will be utilized to process the
uncertainties resulting from unknown boundsλ1l and λ2l in
the proposed adaptive control design and analysis.

B. Excitation Controller Design

AEC, for which only local information is needed, is pro-
posed as follows.

First, let ϑ̂kjpk “ 1, ..., 5q denote the parametric estimates

and defineϑ̃1j “ ϑ̂1j ´
x2

dj

x1

dj

, ϑ̃2j “ ϑ̂2j ´
xqj

T 1

djx
2

dj

xdj
T 1

qj
x1

qj

, ϑ̃3j “

ϑ̂3j ´
T 1

djx
2

dj

xdj

, ϑ̃4j “ ϑ̂4j ´
λ1j

pj
, ϑ̃5j “ ϑ̂5j ´

λ2j

pj
as the

parameter estimation errors.
Then, consider the augmented Lyapunov functionW “ E`

pj

2

ř

5

k“1

řm
j“1

ϑ̃2kj . Invoking (12) and (13), we obtain:

9W “
řm

j“1

´

´ Ξj ` pjẼqjuj

` pj
“

pϑ̂1j ´ ϑ̃1jqẼqj Ṽcj ` ϑ̃1j
9̂
ϑ1j

‰

` pj
“

pϑ̂2j ´ ϑ̃2jqẼqj Ṽ
1
sj ` ϑ̃2j

9̂
ϑ2j

‰

` pj
“

pϑ̂3j ´ ϑ̃3jqẼqjωjϕ3j ` ϑ̃3j
9̂
ϑ3j

‰

` pj
“

pϑ̂4j ´ ϑ̃4jqẼqjϕ4j ` ϑ̃4j
9̂
ϑ4j

‰

` pj
“

pϑ̂5j ´ ϑ̃5jqẼqjϕ5j ` ϑ̃5j
9̂
ϑ5j

‰

`
` 9Vtj

x
1

dj

Ẽqjϕ1j ´ λ1jẼqjϕ4j

˘

`
` 9θj

x
1

dj

ẼqjVtjϕ2j ´ λ2jẼqjϕ5j

˘

¯

.

(16)

Finally, the control signaluj , which incorporates adaptive
updating laws of unknown parameters, is designed as follows:

9̂
ϑ1j “ Ẽqj Ṽcj ,

9̂
ϑ2j “ Ẽqj Ṽ

1
sj ,

9̂
ϑ3j “ Ẽqjωjϕ3j ,

9̂
ϑ4j “ Ẽqjϕ4j ,

9̂
ϑ5j “ Ẽqjϕ5j ,

φj “ ϑ̂1j Ṽcj ` ϑ̂2j Ṽ
1
sj ` ϑ̂3jωjϕ3j ,

χj “ ϑ̂4jϕ4j ` ϑ̂5jϕ5j ,

uj “ ´pφj ` χj ` c1jẼqjq.

(17)

In order to clearly show the above controller, block diagram
is given in Figure2. Substituting (17) into (16) and applying
LEMMA 1, we obtain:

9W ă
řm

j“1

“

´ Ξ1
j ` λ1j

`

|Ẽqjϕ1j | ´ Ẽqjϕ4j

˘

` λ2j
`

|ẼqjVtjϕ2j | ´ Ẽqjϕ5j

˘‰

ď
řm

j“1
p ´ Ξ1

j ` κΘjq.

(18)

The inequality (18) indicates that the proposed control scheme
is stable in the Lyapunov sense.

Remark3. In the post-fault transient, system trajectories
can deviate from their equilibrium points and lead the term
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Fig. 2: Block diagram of AEC model (17).

+

- Exciter

IEEE Excitation System Model

AEC model

+

, ,,

jth Machine Power Grid

Fig. 3: Schematic view of implementation of AEC model (17).

řm
j“1

Ξ1
j to be large compared withκ

řm
j“1

Θj . Therefore,
the designed AEC as shown in (17) provides decreasing of
Lyapunov functionW along the post-fault system trajectory
such that the power system will asymptotically converge to
the region}x ´ x0} ď

b

κ
řm

j“1
Θj with arbitrarily small

constantsµ1j andµ2j .

Remark4. For practical implementation of the proposed
adaptive excitation system model, a conventional approachas
shown in Figure3 (see [36] for reference) is to add the AEC
output signaluj to the voltage reference set point (VREF ,
see [37] for details) to produce an error voltage for the
exciter which is equipped onjth generator. In other words,
the proposed AEC is actually implemented as an additional
signal added to the voltage error calculation, i.e., automatic
voltage regulator (AVR) summing input [37]. In steady state,
this signaluj is zero. As such, the main structure of the
existing excitation system (AVR) is not altered.

Remark5. There are three parametersc1j , µ1j and µ2j

to be tuned for the AEC ofjth generator. First, choose any
initial values 0 ă c0

1j , 0 ă µ0

1j ă 1 and 0 ă µ0

2j ă 1.
Then, under large disturbance test mode, if large overshoot
of voltage happens, setc1j “ c1

1j ą c0
1j , µ1j “ µ1

1j ą µ0

1j

and µ2j “ µ1

2j ą µ0

2j . However, larger values of designed
parameters may cause larger oscillation of relative speed,thus
a trade-off between voltage and relative speed may have to be
made heuristically.

V. CONTROLLER PERFORMANCEEVALUATION

The IEEE 118-bus 54-unit interconnected power system
shown in Figure4 is utilized to evaluate the performance of
the proposed AEC. The on-line capacity isP “ 9966 MW,
Q “ ´7345 „ 11777 MVAr. The total load isPL “ 4242

MW, QL “ 1438 MVAr. Due to space limitation, system
data (such as power flow solution, generator parameters, line
conductance and susceptance, etc.) is omitted but the interested
reader can find more details in [1].

All simulations are carried out using MATDYN [38] and
MATPOWER [39]. It is important to note that, although the
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G
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Fig. 4: IEEE 118-bus system.

AEC model is proposed based on the energy function with
a conventional lossless approximation as described in Sec-
tion III-A , the simulations are performed using the lossy
network model as shown in SectionII-B.

The following mean errors are defined as the simulation
outputs to achieve a holistic evaluation.

Sn
ω “ 1

54

ř54

j“1
|Sωj

|, V n
t “ 1

118

ř118

l“1
|Vtl ´ Vtl0 |,

Qn
e “ 1

54

ř54

j“1
|Qej ´Qej0 |, En

fd “ 1

54

ř54

j“1
|Efdj

´ Efdj0
|.

The performance evaluation of the designed AEC is
achieved by comparing with the RNC in [18] and the standard
IEEE Type DC1C/AC4C excitation systems [37]. Moreover,
throughout the simulation, all 54 machines are assumed to be
driven by turbines with constant mechanical output power and
are represented by the fourth order model that includes the
transient effects of damper winding and transient saliency.

There are three points to be explained: (i) the AEC requires
the measurable relative angle (δ̃j), not each quantity (δj or
θj) independently; (ii) (extended) Kalman-filter based dynamic
estimators [40], [41] can be employed to estimate theq-
axis stator transient voltage (E1

qj
) which cannot be measured

directly; and (iii) the AEC does not need prior knowledge of
exact values of power system parameters.

TABLE I: COMPARISONSCHEME

Generator ES Condenser ES S1 S2 S3

AEC AEC

TLO TPSC MFRNC RNC

AC4C DC1C
1 ES, TLO, TPSC, and MF mean Excitation System, Transmission

Line Outage, Three-Phase Short-Circuit, and Multiple Faults.

The simulation output variables are chosen as relative rotor
speed (Sωj

), bus voltage magnitude (Vtl ), machine reactive
power (Qej ), excitation voltage (Efdj

) and their mean errors
(Sn

ω , V n
t , Qn

e , En
fd) defined above, for all 54 machines (@j P

m̄) and 118 buses (@l P b̄). In addition, TableI provides the
simulation comparison scheme which is implemented through
the following 3 scenarios (S1, S2, S3).
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Fig. 5: Scenario 1: Relative speeds of 54 synchronous machines.(a) Proposed AEC;(b) RNC; (c) Standard IEEE controllers;(d) Comparison of mean errorSn
ω .
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Fig. 6: Scenario 1: Voltage magnitudes of 118 Buses.(a) Proposed AEC;(b) RNC; (c) Standard IEEE controllers;(d) Comparison of mean errorV n
t .
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Fig. 7: Scenario 1: Reactive powers of 54 synchronous machines.(a) Proposed AEC;(b) RNC; (c) Standard IEEE controllers;(d) Comparison of mean errorQn
e .
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Fig. 8: Scenario 1: Excitation voltages of 54 synchronous machines.(a) Proposed AEC;(b) RNC; (c) Standard IEEE controllers;(d) Comparison of mean errorEn
fd.

1) Scenario 1. Transmission line outage fault:A small-
disturbance test, in which outage occurs on branch between
buses 30 and 38 at0.2 s, is performed to simulate a transient
reduction of the power transfer capability that can lead to
power oscillations.

From figs. 5 to 8 which are the response trajectories of
all output variables in this case, we find that all the three
excitation models are effective to recover stable steady-state
condition but, compared comprehensively (see TableII for

the comparison results with 3 indexes): (i) AEC has the best
voltage regulation performance with the highest accuracy and
the lowest cost of control; and (ii) for the rotor speed, AEC
and RNC yield similar performances which are better than
those of standard IEEE controllers.

Thus, a small fault case depicted above verifies the effec-
tiveness and the superiority of our AEC, but since there exists
possibility of more serious faults in practice and it is necessary
to further evaluate and compare the regulation performanceof
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Fig. 9: Scenario 2: Relative speeds of 54 synchronous machines.(a) Proposed AEC;(b) RNC; (c) Standard IEEE controllers;(d) Comparison of mean errorSn
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Fig. 10: Scenario 2: Voltage magnitudes of 118 Buses.(a) Proposed AEC;(b) RNC; (c) Standard IEEE controllers;(d) Comparison of mean errorV n
t .
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Fig. 11: Scenario 2: Reactive powers of 54 synchronous machines.(a) Proposed AEC;(b) RNC; (c) Standard IEEE controllers;(d) Comparison of mean errorQn
e .
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Fig. 12: Scenario 2: Excitation voltages of 54 synchronous machines.(a) Proposed AEC;(b) RNC; (c) Standard IEEE controllers;(d) Comparison of mean errorEn
fd.

AEC, we consider a three-phase fault in the next scenario.
2) Scenario 2. Three-phase short-circuit fault:A large

disturbance namely three-phase fault that occurs on bus 1 at
0.2 s and then is cleared after250 ms, is utilized to further
evaluate our AEC. During the fault, the synchronous machine
at the faulted bus cannot generate active and reactive power
normally, and the voltage at this short-circuit bus will drop
to zero. As such, in the post-fault period, if there is no valid
excitation control, the fault may trigger critical oscillations and
may eventually lead to the whole system instability.

As shown in figs.9 to 12, the response curves of the
outputs of AEC, RNC, and IEEE standard controllers, which
are obtained by considering this large fault, are compared (see
Table II for further results). Following this: (i) the proposed
AEC is able to get the smoothest and the most stable responses
and to regulate the voltages to their desired values in the
most accurate way by the lowest costs of reactive power
injection and field voltage control; (ii) the RNC exhibits
smaller overshoot and steady-state error on the rotor speed
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Fig. 13: Scenario 3: Relative speeds of 54 synchronous machines.(a) Proposed AEC;(b) RNC; (c) Standard IEEE controllers;(d) Comparison of mean errorSn
ω .
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Fig. 14: Scenario 3: Voltage magnitudes of 118 Buses.(a) Proposed AEC;(b) RNC; (c) Standard IEEE controllers;(d) Comparison of mean errorV n
t .
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Fig. 15: Scenario 3: Reactive powers of 54 synchronous machines.(a) Proposed AEC;(b) RNC; (c) Standard IEEE controllers;(d) Comparison of mean errorQn
e .
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Fig. 16: Scenario 3: Excitation voltages of 54 synchronous machines.(a) Proposed AEC;(b) RNC; (c) Standard IEEE controllers;(d) Comparison of mean errorEn
fd.

responses of only a few machines than the AEC, but the RNC
cannot eliminate high-frequency oscillation and over-voltage;
and (iii) the system controlled by IEEE AC4C/DC1C, instead,
is unstable.

Consequently, in comparison with RNC and IEEE con-
trollers, the proposed AEC displays its ability to mitigatethe
large fault effects and to recover system steady-state in a short
time. In addition, only a single fault is included in each of the
above scenarios, in order to assess the performance of the

AEC under a relatively complex situation, multiple faults are
utilized in the next scenario.

3) Scenario 3. Multiple faults:In this case, we consider
multiple faults on bus 33. At0.2 s, three-phase short-circuit
happens, after that, it is cleared at0.45 s, and in the meanwhile,
load shedding occurs. Besides the influences of three-phase
fault discussed in the last scenario, the imbalance betweenload
demand and generation may result infrequency deviation.

In figs. 13 to 16, we find that all the three excitation
models can ensure the stability under this multiple faults
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TABLE II: C OMPARISONRESULTS

Index

Best Output
Sωj

Vtj Qej Efdj

OS

S1 * RNC AEC AEC

S2 * AEC AEC AEC

S3 RNC AEC AEC AEC

OF
S1 RNC * * *

S2 AEC AEC AEC AEC

S3 AEC AEC AEC AEC

SSE
S1 RNC AEC AEC AEC

S2 RNC AEC AEC AEC

S3 AEC AEC AEC AEC
1 OS, OF and SSE mean Overshoot, Oscillation Frequency

and Steady-State Error respectively.
2 * represents both AEC and RNC.

condition, furthermore, as depicted in TableII : (i) for both
the transient process and the steady-state, the AEC exhibits
the most excellent post-fault voltage regulation by spending
least costs for reactive power and excitation voltage; and (ii)
for the transient process, although AEC has slightly bigger
amplitude of the rotor speed responses than RNC, all the
output trajectories of AEC are more stable than those of RNC
and IEEE controllers.

To sum up the above three scenarios, the AEC has adaptabil-
ity to different fault conditions and has an outstanding regula-
tion performance beyond conventional excitation models. This
is mainly due to the fact that our AEC is derived based on
the relatively accurate SPM and the proposed extended energy
function which possesses both Lyapunov characteristic and
physical interpretation. Additionally, the comparison results
also confirm the theoretical ones given in the previous section.

VI. CONCLUSION

The paper proposes a nonlinear adaptive excitation con-
troller that improves the dynamic response of multi-machine
power systems. The main features of the proposed controller
are: (i) it accounts for high-order structure preserving power
system models with nonlinear loads; (ii) it requires only local
measurements and data without prior knowledge of exact
SPM parameters; (iii) it uses only four available variables
for feedback (as discussed in SectionV); and (iv) it includes
only three parameters to be tuned. The results obtained in
the case study show that the proposed controller outperform
conventional control schemes and is able to keep the system
stable also in case of large critical disturbances. Future work
will focus on the analysis of the dynamic response of the
proposed controller for systems with high penetration of
renewables and non-synchronous generation.

APPENDIX

PROOF OFPROPOSITION1

Proof. DifferentiatingE leads to:

BE
Bδj

“ Pej ´ Pmj
` 1

x1

dj

ẼqjVdj
´ 1

x1

qj

ẼdjVqj ,

BE
Bωj

“
Hj

ωs
ωj,

BE
BE1

qj

“
xdj

x1

dj
x2

dj

Ẽqj ,
BE

BE1

dj

“
xqj

x1

qj
x2

qj

Ẽdj ,

BE
BVtl

“

#

Q1
lpδl,V , θq, l P m̄,

QlpV , θq, l R m̄,

BE
Bθl

“

#

P 1
l pδl,V , θq, l P m̄,

PlpV , θq, l R m̄,

(19)

where P 1
l “ Pl ` ẼdlVql{x

1
ql

´ ẼqlVdl
{x1

dl
, Q1

l “ Ql `

ẼdlVdl
{px1

ql
Vtlq ` ẼqlVql{px1

dl
Vtlq. The expressions shown in

(19) lead to (7).
The Hessian matrix ofE, calculated at the operating point,

is as follows:

HesspEq|x“x0
“

»

—

—

—

—

–

BPe

Bδ
BPe

BV
BPe

Bθ

Hx
BQf

Bδ
BPf

Bδ

BQf

BV
BQf

Bθ
BPf

BV
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Bθ

fi

ffi

ffi

ffi

ffi

fl

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

x“x0

,

where Pf “ colpPlq, Qf “ colpQlq, Hx “

diag
 

diagt
Hj

ωs
u, diagt

xdj

x1

dj
x2

dj

u, diagt
xqj

x1

qj
x2

qj

u
(

.

From positive definite Jacobian of normal power flow which
corresponds to local regularity [27], Lemma 1 in [29] and
Proposition 2 in [31], one can prove (8). Since both conditions
(7) and (8) are satisfied, the energy functionE is Lyapunov-
like function.
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